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ABSTRACT
‘Co-design’ problems try to simultaneously design the physical and control components to improve the
overall system performance. However, existing co-design paradigms cannot deal with complex frequency
temporal domain specifications. In this paper, we investigate the co-design problem for a class of linear
parameter-varying (LPV) systems with frequency temporal domain specifications. Firstly, the frequency
temporal domain specifications are written in a formal language called spectral temporal logic (STL). Sec-
ondly, the satisfaction conditions of the spectral temporal logic specifications have been transformed into
non-linear matrices inequality forms with necessary and sufficient conditions. Thirdly, the co-design prob-
lem is transformed into a non-convex optimisation problem with mixed-integer linear matrix inequalities
(MILMIs) constraints, and then an iterative algorithm is proposed to solve the co-design problem with
semidefinite programming (SDP). Finally, the performance of the algorithm and the expressiveness of
spectral temporal logic are illustrated with the applications to micro-electromechanical systems (MEMS).
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1. Introduction

The development of closed-loop controlled dynamic systems
often employs a troublesome serial arrangement of tasks,
wherein physical design parameters are settled first, and then
the control parameters are computed to satisfy some desired
specifications. As a result of the interdependence between con-
trol and physical parameters through system dynamics (Skel-
ton, 1989), the design of a physical system and its controller
in this often decoupled fashion can present formidable prob-
lems in practice, e.g. the efficiency requirements of piezoelec-
tric optomechanical platforms can not be satisfied (Balram
& Srinivasan, 2022). Completing these tasks simultaneously will
significantly improve the overall system performance (Silvas
et al., 2017): a process called ‘co-design’ (Allison et al., 2014).

Co-design has been studied in the literature under names
such as ‘integrated physical system and control design’ and is
widely applicable to almost every engineering field. A variety of
strategies have been proposed to solve the co-design problem
(Chanekar et al., 2016). Specifically, for linear dynamic sys-
tems, the co-design problems in the existing literature have been
transformed into non-convex optimisation problems with non-
convex constraints and convex objective functions. The non-
convex constraints come from the Algebraic Riccati Equation
(ARE) constraints, which usually have a bilinearmatrix inequal-
ity (BMI) form Chiu (2017). Several methods to address the
BMI conditions have been well established, and a brief overview
of these methods can be found in Chanekar et al. (2018). How-
ever, to the best of our knowledge, few studies have investi-
gated the co-design problem with frequency temporal domain
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specifications, in which the system should satisfy system stabil-
ity conditions and desired spectral temporal domain specifica-
tions simultaneously.

The need of co-design with frequency domain specifica-
tions has been discussed in many fields, such as MEMS-
based quantum microwave-to-optical signal transduction (Bal-
ram & Srinivasan, 2022), cyber-physical systems (Rizzon
& Passerone, 2016), and CMOS radio frequency energy har-
vesters (Karami & Moez, 2019). Most MEMS devices are
designed to operate at their mechanical resonance frequency
and co-design with frequency domain specifications for these
resonant-based MEMS devices involves two major challenges.
The first challenge is the non-BMI constraints induced by
the frequency domain specifications in the form of fre-
quency domain inequality (FDI). To solve the control synthe-
sis problems with FDI, the generalised KYP (GKYP) (Iwasaki
& Hara, 2005) lemma has been widely used to convert FDIs to
linearmatrix inequalities (LMIs). Specifically, given a frequency
domain specification defined bymatrices� ,� ∈ H2 that define
a frequency range (SeeDefinition 2.2), theGKYP lemma implies
that the system is asymptotically stable and satisfies the specifi-
cation if and only if there exist Hermitian matrices P, Q, and
Q> 0, such that the following inequality

[
A B
I 0

]T
[�⊗ P +� ⊗ Q]

[
A B
I 0

]
+� < 0 (1)

is satisfied, where � = [ C D
0 I

]T
�

[ C D
0 I

]
and A,B,C,D are the

closed-loop system matrices of a linear time-invariant (LTI)
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system, which include physical and control parameters. If we
assume the physical parameters are fixed, the constraints in (1)
can be transformed into a sequence of LMIs based on the results
in Li and Gao (2014). However, when we take the physical
parameters into consideration, the stability condition defined
in (1) involves a different type of non-convexity and cannot
be transformed into LIMs with existing methods. Obviously,
the condition for the satisfaction of frequency domain spec-
ifications is no longer BMIs. Therefore, the problem of con-
trol/physical co-design subject to frequency domain specifica-
tions for a linear system is still open and a challenge.

Alongside the challenge of non-BMI form for stability
conditions, many resonant-type devices do not work under
fixed-frequency scenarios and the excitation frequencies for
these devices have complex high-level temporal patterns.
This is a challenge to describe these high-level patterns
with FDIs. For example, for the frequency excitation systems
(Ilyas et al., 2017a) and frequency monitoring system (Zhong
et al., 2005), the solving of the co-design problem should address
procedure frequency domain specifications, which should sat-
isfy some temporal frequency events that have high-level
logic patterns. For example, the MEMS logic devices in Ilyas
et al. (2017a, 2017b) can perform the fundamental logic gate
AND, OR, and universal logic gates NAND, NOR, by exciting
combination resonances, which requires the frequency response
of the systems to have temporal logic patterns, i.e. the combina-
tion of multi-frequency domain specifications in temporal logic
form. A spectral temporal specification for a logic device can be

the system’s frequency response should be always smaller than 0.3
within [1, 100] rad/s to realise logic gate “AND”, and if logic AND
has been performed, then the frequency response should be eventu-
ally larger than 1 with in [100, 120] rad/s to realise logic OR in the
next 5 millisecond.

In general, the spectral temporal properties of a given sys-
tem’s performance are commonly exchanged between industrial
organisations for the purposes of requirement-setting in the
design of highly-integrated products. In that context, a supplier
might be required to simultaneouslymeet spectral and temporal
domain specifications on, e.g. resonance peaks, effective band-
widths, steady-state behaviour, and quality factor, under multi-
ple external forcing conditions. Reasoning about these complex
spectral requirements should employ the same principled and
formal constructs as temporal analyses of these measured or
predicted traces, while FDI-based specification cannotmeet this
demand for complex spectral temporal reasoning. Therefore,
existing studies about codesign with spectral temporal domain
specifications demand further investigation.

To address the aforementioned issues, the spectral temporal
domain specifications for the co-design problem are described
with a novel logic, called spectral temporal logic (STL) in this
paper. STL is inspired by signal temporal logic, which was intro-
duced inMaler and Nickovic (2004) to specify continuous-time
real signals and since then has been widely used in the verifi-
cation, analysis and synthesis of cyber-physical systems (Chen
et al., 2018). STL is expressive in terms of describing multiple
frequency temporal domain specifications in complex patterns,
e.g. combining spectral specificationswith ‘AND’ or ‘OR’ opera-
tors along temporal domain. STL enables transformingmultiple

spectral domain specifications, combined in multiple forms,
into MILMIs. It is also equipped with a quantitative seman-
tic, called robustness degree, which measures to what extent
a system satisfies or does not satisfy a given spectral tempo-
ral domain specification. In summary, the contributions of this
paper are twofold.

• Formalism: we propose a spectral temporal logic, which is
the first formal language (to the best of our knowledge)
specifically for characterising and reasoning about spectral
temporal domain specifications.Moreover, a generalised STL
lemma is derived to check whether a system satisfies STL
specifications.

• Algorithm: we develop a novel and systematic iterative
algorithm to solve the co-design problem for a class of
discrete-time LPV systems with specifications defined by
STL formulas. To eliminate the non-convex constraints
imposed by the frequency temporal domain specifications,
we derive some theorems to transform the non-convex con-
straints into convex ones.

This paper is organised as follows: Section 2 defines the
concept of spectral temporal logic. Section 3 formulates the
co-design problem solved in this paper. Section 4 solves the
problem with an iterative algorithm, with some theoretical
results provided to guarantee the performance. Section 5 vali-
dates the proposed method with numerical examples, and our
conclusions are summarised in Section 6.

Notations: The superscripts ‘−1’, ‘T’, ‘∗’ stand for inverse,
transpose, and conjugate transpose of a matrix, respectively.
R
m×n and C

m×n are the set of all m× n real and complex
matrices, respectively. Hn and Sn stand for the set of n× n
Hermitian and symmetric matrices, respectively. I denotes an
identity matrix with appropriate dimension. sym{A} = AT +
A. For M ∈ Hn, inequalities M > (≥)0 and M < (≤)0 denote
positive (semi) definiteness and negative (semi) definiteness,
respectively. �⊗ P means the Kronecker product of matrices
� and P.R(A) and I(A) denote the real and imaginary part of
matrix A.

2. Spectral temporal logic specifications

In this section, we will first propose and define the syntax and
semantics of a new logic called spectral temporal logic. We then
will provide some nice properties of STL, particularly in the
context of LPV systems.

Definition2.1 (STLSyntax): Given a set ofmatricesG(ejω, t) ∈
C
n×m parameterised by ω and t, which is defined over a contin-

uous frequency range [ω1,ω2] and a discrete time range [a, b],
an STL formula ϕ is recursively defined as,

ψ := ψ1 ∨ ψ2|ψ1 ∧ ψ2|�[ω1,ω2]μ|♦[ω1,ω2]μ,
ϕ := ψ |ϕ1 ∧ ϕ2|ϕ1 ∨ ϕ2|�[a,b) ψ |�[a,b) ψ

(2)

where μ ∈ 	 is a predicate in the form μ := f (G(ejω, t),�) <
0, with f : C

n×m ×Hn+m→ Hm defined by

f (G,�) :=
[
G
Im

]∗
�

[
G
Im

]
. (3)
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Additionally, � ∈ Hn+m, ∧ and ∨ are conjunction and dis-
junction connectives, respectively; Im is an identity matrix with
dimensionm×m; and ♦,�,�, and� are the operators denot-
ing ‘eventually ’, ‘always’, for spectral specifications, and ‘always
’, ‘eventually’, for temporal specifications, respectively. Given a
system G and STL formula ϕ, G(ejω, t) |= ϕ denotes the system
G(ejω, t) satisfies formula ϕ at time t.

Remark 2.1: The syntax of STL is inspired by signal tem-
poral logic (Raman et al., 2014) defined over the frequency
response curve of a parametric varying systemdefinedbymatrix
G(ejω, t). One argument of f is a Hermitian matrix �, which
is a user-defined matrix and can be conveniently used to spec-
ify bounds on G(ejω, t). Assume that predicate μ requires that
G(ejω, t) is bounded, e.g. setting matrix � = diag{I,−η2I} of
μ leads to ‖G(ejω, t)‖∞ < η, and predicate μ′ requires that
G(ejω, t) should be larger than a value, e.g. setting matrix � =
diag{−I, η2I} of μ′ leads to ‖G(ejω, t)‖∞ ≥ η. ψ1 ∧ ψ2 denotes
G(ejω, t) should satisfy specification ψ1 and ψ2 simultaneously.
ψ1 ∨ ψ2 denotes G(ejω, t) should satisfy specification ψ1 or
ψ2. �[ω1,ω2]ψ denotes G(ejω, t) should satisfy specification ψ
within frequency range [ω1,ω2] and ♦[ω1,ω2]μ denotes the
value for G(ejω, t) should be larger or smaller than a thresh-
old at least once within frequency range [ω1,ω2]. Note that
the formula ϕ allows nesting operators, e.g. formulas with form
�[a,b]♦[ω1,ω2]μ are allowed, and the first operator is defined on
discrete time range.

STL is expressiveness in defining spectral temporal specifica-
tions along time domain. Consider the case where G(ejω, t) is a
single-input-single-output (SISO) transfer function and the sat-
isfiableG(ejω, t) is a general conic section on the complex plane,
denoted as �, which can be characterised by

� =
{
G(ejω, t) ∈ C : G(ejω, t) :=

[
R(G(ejω, t))
I(G(ejω, t))

]
,

f (G(ejω, t),�) < 0
}

(4)

Based on the results in Iwasaki andHara (2005), let a real matrix
	 ∈ H3 be given and consider the set� in (4), thematrix	 can
be partitioned as[

Wδ , q
qT , r

]
:= 	, Wδ =WT

δ = UδtUT
δ , q ∈ R

2, R ∈ R

(5)

where UδUT
δ = I and t = diag(ζ1, ζ2). Then the set � has an

interior if and only if 	 is indefinite. In this case, � can be
defined by the set of G(ejω, t) ∈ C such that

[
R(G(ejω, t))
I(G(ejω, t))

]
= Uδx−W†

δ q (6)

where is parametrised by a vector x ∈ R
2 satisfying

xT�x+ 2αTx+ β ≤ 0
α := (I−��†)UT

δ q
β := r − qTW†

δ q.
(7)

In particular, � defines one of the nine regions in x−plane
shown in Table 1 through a rotation byUδ and a shift by−W†

δ q.
Moreover, with the help of STL syntax, STL can present complex
zonotope in x−plane and the zonotope can evolute with time as
shown in Figure 1.

Inspired by signal temporal logic (Donzé&Maler, 2010), STL
can be equipped with quantitative semantics, called robustness
degree, which quantifies howwell a given set of matrices satisfies
an STL formula, which is defined recursively as:

ρ(G(ejω, t),μ)

= η − ‖G(ejω, t)‖∞
ρ(G(ejω, t),μ′)

= ‖G(ejω, t)‖∞ − η
ρ(G(ejω, t),�[ω1,ω2]μ)

= inf
ω′∈[ω1+ω,ω2+ω]

ρ(G(ejω, t),μ)

ρ(G(ejω, t),♦[ω1,ω2]μ
′)

= sup
ω′∈[ω1+ω,ω2+ω]

ρ(G(ejω, t),μ′)

ρ(G(ejω, t),�[a,b]♦[ω1,ω2]μ
′))

= ρ(G(ejω, t′),∧b+ta+t♦[ω1+ν(t′),ω2+ν(t′)]μ
′))

ρ(G(ejω, t),�[a,b]�[ω1,ω2]μ))

= ρ(G(ejω, t′),∧b+ta+t�[ω1+ν(t′),ω2+ν(t′)]μ))

ρ(G(ejω, t),�[a,b]♦[ω1,ω2]μ
′))

= ρ(G(ejω, t′),∨b+ta+t♦[ω1+ν(t′),ω2+ν(t′)]μ
′))

Table 1. Nine cases of various regions (Iwasaki & Hara, 2005) and regions combinations.

Parameters Values Regions Values Regions Values Regions

α 0 0 0
ζ1 + − −
ζ2 + − +
β − + 0

α 0 0 0
ζ1 − − 0
ζ2 + + +
β − + −
α 0 = 0 = 0
ζ1 − 0 −
ζ2 0 0 0
β + any any
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Figure 1. Regions combination with STL syntax leads to Zonotope.

ρ(G(ejω, t),�[a,b]�[ω1,ω2]μ))

= ρ(G(ejω, t′),∨b+ta+t�[ω1+ν(t′),ω2+ν(t′)]μ))

ρ(G(ejω, t),ψ1 ∧ ψ2)

= min
(
ρ(G(ejω, t),ψ1), ρ(G(ejω, t),ψ2)

)
ρ(G(ejω, t),ψ1 ∨ ψ2)

= max
(
ρ(G(ejω, t),ψ1), ρ(G(ejω, t),ψ2)

)
ρ(G(ejω, t),ϕ1 ∧ ϕ2)
= min

(
ρ(G(ejω, t),ϕ1), ρ(G(ejω, t),ϕ2)

)
ρ(G(ejω, t),ϕ1 ∨ ϕ2)
= max

(
ρ(G(ejω, t),ϕ1), ρ(G(ejω, t),ϕ2)

)
where ν(t) is a frequency shift caused by time t. For simplic-
ity, and with a slight abuse of notation, here we will use ρ(G,ϕ)
to denote ρ(G(ejω, t),ϕ). Furthermore, if ρ(G,ϕ) is large and
positive, then G would have to deviate substantially to violate
ϕ. In other words, ρ(G,ϕ) characterises how robust G(ejω, t)
is in the context of satisfying ϕ, while withstanding changes
in G(ejω, t). For example, G |=t �[a,b]�[ω1,ω2]ϕ, if ϕ holds at
every frequency betweenω1 andω2 for every time within [a, b],
i.e. ρ(G(ejω, t),ϕ) ≥ 0.When settingmatrix� = diag{I,−η2I}
and ϕ = �[a,b]�[ω1,ω2](f (G(e

jω, t),�) < 0), if ρ(G,ϕ) is large
and positive, this indicates that G(ejω, t) is robust to noise with
respect to ϕ within time interval [a, b] (i.e. it is hard for noise
to change the satisfaction status of G(ejω, t). A system defined
by matrix G(ejω, t) satisfies ϕ at time t, denoted as G |=t ϕ. The
robustness is sound, i.e. G |=t ϕ ⇔ ρ(G(ejω, t),ϕ) ≥ 0.

Definition 2.2 (Frequency range): In this paper, the frequency
range� of a given parametricmatrixG(ejω, t)with respect to�,
� ∈ H2 is defined as:

�(�,�) := {s ∈ C | f (s,�) = 0, f (s,�) ≥ 0}, (8)

where f is defined by (3), and �, � ∈ H2 are given matrices
that specify the geometry of �. In this paper, we have � :=
{ω|ω1 ≤ ω ≤ ω2}, defined by a centre frequency ωc = (ω1 +
ω2)/2, radius ωr = (ω2 − ω1)/2 and

� =
[−1 0
0 1

]
, � =

[
0 ejωc

e−jωc −2 cosωr

]
. (9)

2.1 Motivation example

Example 2.1: MEMS devices have gained tremendous atten-
tion due to their various applications, e.g. MEMS resonators
(Ghayesh et al., 2013; Kim et al., 2008). The list of advan-
tages includes low power consumption, low cost, and improved
reliability. MEMS resonators are vibrating mechanical systems,
in which the kinetic and potential energies are continuously
exchanged. However, as electromechanical devices are scaled
downward, introduction becomes increasingly difficult, ham-
pering efforts to create finely controlled integrated systems.

One of the most straightforward MEMS actuation methods,
based on the piezoelectric (PZT) effect, provides a means of
directly converting an electric field into mechanical strain and
actuating the resonators. To resonate, amechanical systemmust
possess the capacity to contain both kinetic and potential ener-
gies. Therefore, the basic resonator structure is a mass-spring
system and the dynamics can be described as,

x(t) = T2

Meff
Fin(t)+ 2x(t − T)− x(t − 2T)

− Tζeff
Meff

x(t − T)− T2Keff

Meff
x(t) (10)

where Fin is the input actuation force applied to the device,Meff
is the effective mass of the system, Keff is the effective stiffness,
T is the sampling period in the discrete-time system, and ξeff
represents the effective damping coefficient. An example of the
MEMS resonator schematic can be seen in Figure 2. Figure 2(a)
shows a micrograph of electrostatically coupled two in-plane
micro-cantilevers fromChappanda et al. (2018), which was fab-
ricated from SI-on-insulator (SOI) wafers. Figure 2(b) shows
the schematic of the device with its dimensions. It consists of
two in-plane parallel cantilever beams that are slightly differ-
ent in length along with two corresponding electrodes (F1 and
F2). Figure 2 (c) shows the first two resonant modes shapes of
the coupled micro-cantilevers, where the cantilevers are actu-
ated by the piezoelectric effect. The exciting signal will cause
the vibration of the cantilever, which has two modes (in plane
and out-of-plane) and the out-of-plane mode is used to realise
the logic gates. The output voltage is measured at the fixed elec-
trode F1 and the resonant mode 1 is used to realise the logic
gates. The mass-spring system model for the MEMS resonator
can be seen in Figure 2(d), where the VB is a shifting paramet-
ric voltage applied to electrodes B2 in (10). Figure 2(e) shows
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Figure 2. Device structure and schematics. (a) Micrograph of electrostatically coupled two in-plane micro-cantilevers from Chappanda et al. (2018). (b) A schematic
showing the device with its dimensions. (c) The first two resonant modes shapes of the coupled micro-cantilevers. (d) The spring-mass model of the micro-cantilevers. (e)
Frequency response of the coupled system at the different input voltage VB encoded by (I1, I2) to realise different logic gates with different actuation frequency fa .

the frequency response of the coupled system at different input
voltages VB at different time, in which we can see the input
voltages, encoded by (I1, I2) with a bias tee, shift the resonant
frequency.

When we want to use the MEMS device to realise the electro-
mechanical logic gates, we hope the device has a higher shift in
resonance frequency, which allows a decisive switch between the
logic ‘1’ and ‘0’. For example, Figure 2(e) shows three different
resonance curves shift by VB = 5V, VB = 10V, and VB = 15V,
respectively, in which the increase of the input voltage VB will
move the resonance peaks to higher frequency regions. This
mechanism can be used to realise 2-bit logic NOR, 2-bit XOR,
and 2-bit AND with different activation frequencies, in which
the value of VB is controlled by 2-bit logic values (I1, I2). For
example, ‘1,0’ or ‘0,1’ will set VB to 10 V with the bias tee, and
the device will have resonance under a 1.7 rad/s exciting sig-
nal, leading to Boolean ‘1’. Likewise when the input is ‘0,0 ’, or
‘1,1 ’, leading to VB = 5V or VB = 15V, no resonance is acti-
vated at 1.7 rad/s, and the output voltage is low, i.e. Boolean
‘0’, which is a 2-bit XOR gate. Similarly, we can use the device
to realise 2-bit AND gate, in which the activation frequency
is set to 2.6 rad/s and a 2-bit NOR gate under activation fre-
quency at 1.2 rad/s. In the other words, the MEMS device can

realise different logic operation by changing the exciting fre-
quency. In order to have good performance in logic operations,
the frequency shift caused by the bias voltage should be large.
Therefore, when we design and control a MEMS device, the
basic goal is to tune its frequency response pattern, i.e. the fre-
quency response curve should satisfy some frequency domain
specifications.

Assume we want the MEMS device to realise a cyclic
sequence of logic operations by exciting the device with spe-
cific AC signals within time interval [0, 3). For example, if we
want the device to realise NOR, XOR, AND gate sequentially
(as shown in Figure 2(e)), then the frequency temporal domain
specifications, ϕmems, can be formally defined in STL as:

ϕmems = �[0,3)(ϕ1 ∧ ϕ2 ∧ ϕ3)
ϕ1 = ♦[ν(t),0.1+ν(t)](f (G(ejω, t),�1) < 0)

ϕ2 = �[1,4](f (G(ejω, t),�2) < 0)

ϕ3 = �[0.1,0.2](f (G(ejω, t),�2) < 0), (11)

where G(ejω, t) is the frequency response of the MEMS device
at time t, �1 = diag(−I, 4I) requires the amplitude should be
larger than 2,�2 = diag(I,−1I) requires the amplitude should
be smaller than 1;♦[ν(t),0.4+ν(t)] indicates the frequency interval,



6 G. CHEN ET AL.

where ν(t) = 0.1t, and ϕ1 shows the device will be eventually
activated to a high output with activation frequencies between
ν(t) and 0.1+ ν(t) rad/s; ϕ2 and ϕ3 shows the device will out-
put low voltages when the activation frequencies are out of
[ν(t), 0.4+ ν(t)], �[0,3) indicates the requirements should be
satisfied at time 0,1, and 2, respectively.

3. Problem formulation

Consider a ns-order discrete-time LPV system S with its state-
space model as follows:

x+(t) = A(ϑ(t))x(t)+ B(ϑ(t))w(t)+ Bu(ϑ(t))u(t)
z(t) = C(ϑ(t))x(t)+ D(ϑ(t))w(t)+ Du(ϑ(t))u(t)
y(t) = Cy(ϑ(t))x(t)+ Dy(ϑ(t))w(t)

(12)

where x(t) ∈ R
ns is the state vector, w(t) ∈ R

nw , u(t) ∈ R
nu are

the external and control inputs, respectively, y(t) ∈ R
ny , z(t) ∈

R
nz are themeasured and controlled outputs, respectively. x+(t)

represents x(t + 1). The dynamic of the system is parametrised
by ϑ(t). To simplify the notation, we use ϑ to present ϑ(t) in
the rest of this paper. Matrices

W(ϑ) � (A(ϑ),B(ϑ),Bu(ϑ),C(ϑ),D(ϑ),

Du(ϑ),Cy(ϑ),Dy(ϑ))

are real-valued, parameter-varying matrices, and are assumed
to belong a polytopic parametric domain defined as

W =
{
W(θ) |W(θ) =

r∑
i
θiWi(ϑ); θ ∈

�}
, (13)

where Wi � (Ai,Bi,Bu,i,Ci,Di,Du,i,Cy,i,Dy,i) are given matri-
ces denote the basic system matrices, where Ai ∈ R

ns×ns ,
Bi ∈ R

ns×nw , Bu,i ∈ R
ns×nu , Ci ∈ R

nz×ns , Di ∈ R
nz×nw , Du,i ∈

R
nz×nu , Cy,i ∈ R

ny×ns , Dy,i ∈ R
ny×nw denotes the system

dynamics, and

�
�

{
θ ∈ R

r

∣∣∣∣∣
r∑
i
θi = 1, θi ≥ 0, i = 1, . . . , r

}
. (14)

where r is the number of basic system matrices, and matrices
Wi are constant (the parameter t is assumed to be known and
fixed when ϑ is the unknown parameter) and matrixW(ϑ) is a
linear combination ofWi, i = 1, . . . , r. In the rest of this paper,
we use A,B,Bu,C,D,Du,Cy,Dy to denote A(ϑ), B(ϑ), Bu(ϑ),
C(ϑ), D(ϑ), Du(ϑ), Cy(ϑ), Dy(ϑ) for short.

To stabilise the system S , we are interested in finding a static
output-feedback (SOF) controller

u(t) = Ksy(t), (15)

where Ks is the SOF gain matrix and the closed-loop system
Gcl,ϑ ,Ks(s) can then be written as:

x(t)+ = Ax(t)+ Bw(t), z(t) = Cx(t)+Dw(t), (16)

with Gcl,ϑ ,Ks(z) � C(zI− A)−1B+D, where[
A B
C D

]
�

[
A+ BuKsCy B+ BuKsDy
C + DuKsCy D+ DuKsDy

]
. (17)

Finally, the co-design problem to be addressed in this paper can
be formulated as:

Problem 3.1: Given a spectral temporal logic formula ϕ

defined by the syntax in (2), find a control gain K∗s in (15) for
system S and a physical parameter vector θ∗ ∈ 	, such that the
closed-loop system in (16) is asymptotically stable and satisfies
STL formula ϕ.

The main input for the co-design problem is an STL for-
mula ϕ (or a collection of them) that specifies spectral temporal
domain requirements that the to-be-designed closed-loop sys-
tem Gcl,θ ,Ks must satisfy. The STL formula ϕ can be obtained
from a human designer, and acts to constrain the optimisation
problem. For example, if we set matrix � such that it has the
form diag{I,−η2I}, it leads to a bounded realness ‖Gcl,θ ,Ks‖∞ <

η for predicate formulaμ or unbounded realness ‖Gcl,θ ,Ks‖∞ ≥
η for predicate formulaμ′, where ‖Gcl,θ ,Ks‖∞ can be understood
as theH∞ gain ofGcl,θ ,Ks . The problemdefined in Problem 3.1 is
a co-design problem. Due to the min/max operators in the cal-
culation of robustness, the constraints are not smooth and are
non-differentiable. To address this problem, the results derived
in Section 4 transform the above constraints into MILMIs with
some assumptions, and solve the problem by SDPs.

4. Main results

In this section, wewill showhow to solve the Problem3.1, which
provides the theoretical foundation for transforming the STL
formula specifications into a set of MILMIs.

4.1 The generalised STL lemma

When STL formulas are used to define frequency domain spec-
ifications for an LPV system with closed-loop system matrices
(A,B,C,D), the formulas are endowed with a few nice prop-
erties. In particular, the following lemmas will show (i) how
to combine simple STL specifications into more complicated
ones and (ii) the relationship between STL specifications and
the state-space realizations of LPV systems. In this section, we
assume the parameter is fixed, thus the system can be seen as lin-
ear time-invariant (LTI) system and we useGcl,ϑ ,Ks(z) to denote
Gcl,ϑ ,Ks(z, t) in the rest of this section.

Lemma 4.1: Let an STL formula ϕ = �[ω1,ω2](f (Gcl,ϑ ,Ks(z),�)
< 0), an LPV system (A,B,C,D) and its closed-loop transfer
function Gcl,ϑ ,Ks(z) be given. Then the following statements are
equivalent:

(1) ρ(Gcl,ϑ ,Ks(z),ϕ) > 0 holds for Gcl,ϑ ,Ks(z).
(2) There exist matrices P, Q ∈ Hns such that Q> 0 and

M∗[�3 ⊗ P +�3 ⊗ Q]M + N∗�N < 0, (18)

where �3 and �3 define the frequency range [ω1,ω2], and
can be obtained with (9), and

[M |N] �
[

A B C D
I 0 0 I

]
. (19)

Proof: Based on the semantics of SL, formula �[ω′1,ω′2]ϕ
requires that the transfer function Gcl,ϑ ,Ks(z) should satisfy
the constraint defined by � within range [ω1 + ω′1,ω2 + ω′2],
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which means 1⇔ 2. Then the lemma can be proven based on
the generalised KYP lemma in (Iwasaki & Hara, 2005). �

Lemma4.1 indicates thatwhen STL formula iswritten asϕ =
�[ω1,ω2](f (Gcl,ϑ ,Ks(z),�) < 0), which requires the frequency
response is bounded by a value within frequency range [ω1,ω2],
the constraint defined by STL formula can be transformed into
LMI (assume the parameter ϑ and Ks are fixed). This result is
inline with traditional frequency domain specifications handled
with the generalised KYP lemma in (1).

Lemma 4.2: Let STL formulas ϕ1 = �[ω1,ω2](f (Gcl,ϑ ,Ks(z),�1)
< 0),ϕ2 = �[ω′1,ω′2](f (Gcl,ϑ ,Ks(z),�2) < 0), the state-space real-
isation of an LPV system (A,B,C,D) and its closed-loop trans-
fer function Gcl,ϑ ,Ks(z) be given. Moreover, frequency ranges
[ω1,ω2], [ω′1,ω

′
2] are defined by matrices�,�1,�2 ∈ H2. Then

the following statements are equivalent:

(1) ρ(Gcl,ϑ ,Ks(z),ϕ1 ∨ ϕ2) > 0 holds for Gcl,ϑ ,Ks(z).
(2) There exist matrices P, Q ∈ Hns Q> 0, and a scalar τ > 0

such that

M∗[�⊗ P +� ⊗ Q]M + N∗�N < 0, (20)

where� = �1 +�2 and� = �1 + τ�2.

Proof: 1)⇒ 2). Based on the syntax of SL defined in
Definition 2.1, and its semantics, formula ϕ1 requires that
the transfer function Gcl,ϑ ,Ks(z) should satisfy the constraint
defined by �1 within frequency range [ω1,ω2] or the transfer
function Gcl,ϑ ,Ks(z) should satisfy the constraint defined by�2
within frequency range [ω′1,ω

′
2]. Based on the generalised KYP

lemma in Iwasaki andHara (2005), if there existP1,P2,Q1,Q2 ∈
Hn and Q1,Q2 > 0, such that

M∗[�⊗ P1 +�1 ⊗ Q1]M + N∗�1N < 0, (21)

or

M∗[�⊗ P2 +�2 ⊗ Q2]M + N∗�2N < 0, (22)

then there exists τ > 0, such that (M∗[�⊗ P1 +�1 ⊗ Q1]M +
N∗�1N)+ τ(M∗[�⊗ P2 +�2 ⊗ Q2]M + N∗�2N) < 0
holds. Set P, Q, such that P = P1 + τP2, � ⊗ Q = �1 ⊗ Q1 +
τ�2 ⊗ Q2, � = �1 + τ�2 and � = �1 + τ�2, then (20)
holds. Therefore, statement 2) holds.

2)⇒ 1). We prove it by contradiction. If 1) does not
hold, which means for all P1,P2,Q1,Q2 ∈ Hn and Q1,Q2 > 0,
M∗[�⊗ P1 +�1 ⊗ Q1]M + N∗�1N ≥ 0, and M∗[�⊗ P2 +
�2 ⊗ Q2]M + N∗�2N ≥ 0. Then for all P,Q ∈ Hn,� = �1 +
�2 and � = �1 + τ�2, we have M∗[�⊗ P +� ⊗ Q]M +
N∗�N ≥ 0, It is easy to find 2) does not hold. Therefore, the
lemma has been proven. �

Lemma 4.2 addresses the formulas generated by syntaxψ :=
ψ1 ∨ ψ2, where ψ1 and ψ2 have the form �[ω1,ω2]μ. The LMI
in (20) indicates that STL formulas generated with disjunction
syntax can also be transformed into LMI constraints. More-
over, the basic formulas in this lemma are same with tradi-
tional frequency domain specifications, i.e. frequency response
is bounded within a frequency range, but the combinations of

basic formulas are different from traditional ones.When the for-
mula is generated by syntax ϕ := ϕ1 ∧ ϕ2, since the condition
for the satisfaction of ϕ1 and ϕ2 can be presented as LMIs, then
the condition for ϕ := ϕ1 ∧ ϕ2 is that all the LMIs for ϕ1 and ϕ2
are satisfied simultaneously. The disjunction operator is useful
in many application domains, such as MEMS logic devices to
represent the OR gate.

Lemma 4.3: Let an STL formula ϕ = ♦[ω1,ω2](f (Gcl,ϑ ,Ks(z),�)
< 0), an LPV system (A,B,C,D) and its closed-loop transfer
function Gcl,ϑ ,Ks(z) be given. Then the following statements are
equivalent:

(1) ρ(Gcl,ϑ ,Ks(z),ϕ) > 0 holds for Gcl,ϑ ,Ks(z).
(2) There exists a nonzero matrix H ∈ Hns+nw and H ≥ 0, such

that[
A B I 0

]
[�⊗H]

[
A B I 0

]∗ = 0. (23)[
A B I 0

]
[�T ⊗H]

[
A B I 0

]∗ ≥ 0.
(24)

tr(�̄NHN∗) ≥ 0. (25)

where � = diag{I,−η2I} and �̄ = diag{−I, η2I}, or � =
diag{−I, η2I} and �̄ = diag{I,−η2I}.

Proof: 1)⇒ 2). Based on the semantics of SL, formula ϕ
requires that the transfer function Gcl,ϑ ,Ks(z) should satisfy the
constraint defined by�within frequency range [ω1,ω2], which
means the SL formulaϕ′ = �[ω1,ω2](f (Gcl,ϑ ,Ks(z),�) < 0) does
not hold. Based on the generalised KYP lemma in (Iwasaki
&Hara, 2005), formulaϕ′ does not hold if and only if there exists
ε > 0, such that

N∗�N +M∗[�⊗ P +� ⊗ Q]M ≤ εI (26)

has no solution (P,Q) satisfying P = P∗ and Q = Q∗ ≥ 0.
It then follows from the separating hyper plane argument
(Lemma 11 in Iwasaki & Hara, 2005) that there exists a nonzero
Hermitian matrix H ≥ 0 such that

tr(H[N∗�N +M∗[�⊗ P +� ⊗ Q]M]) ≥ 0 (27)

holds for all P = P∗ and Q = Q∗ ≥ 0. Noting that this inequal-
ity is equivalent to

tr([�⊗ P]MHM∗]

+ tr[[� ⊗ Q]MHM∗]+ tr[�(NHN∗)) ≥ 0,

holds for all P = P∗ and Q = Q∗ ≥ 0. Since we have

tr([�⊗ P]MHM∗] = tr(P[A B|I 0][�T ⊗H][A B|I 0]∗)

tr([� ⊗ Q]MHM∗] = tr(Q[A B|I 0][�T ⊗H][A B|I 0]∗)
(28)

Then the conditions are equivlent to there exists a nonzero
Hermitian H ≥ 0, such that,[

A B I 0
]
[�T ⊗H]

[
A B I 0

]∗ = 0. (29)
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[
A B I 0

]
[�T ⊗H]

[
A B I 0

]∗ ≥ 0. (30)

tr(�NHN∗) ≥ 0. (31)

which are the same to the conditions defined in (23)–(25).
2)⇒ 1). Statement 2) is equivalent to formula ϕ′ does not

hold. Based on the semantics of STL, statement 1) holds. The
proof is completed. �

Compared with traditional frequency domain specifications,
the STL formula ϕ in Lemma 4.3 requires the amplitude of the
frequency response has lower bound, but no upper bound is
given. This property is useful in many applications, such as res-
onance and frequency activation devices, where the frequency
response must be large in some frequency bands. However, the
conditions in Lemma 4.3 are complex, to simplify the condi-
tions, we have a conservative condition as follows.

Lemma 4.4: Let an STL formula ϕ = ♦[ω1,ω2](f (Gcl,ϑ ,Ks(z),�)
< 0), an LPV system (A,B,C,D) and its closed-loop transfer
function Gcl,ϑ ,Ks(z) be given. Then ρ(Gcl,ϑ ,Ks(z),ϕ) > 0 holds
for Gcl,ϑ ,Ks(z) if there exists ω′ ∈ R and ω′ > ωc, matrices P,
Q ∈ Hns and Q> 0, such that

M∗[�⊗ P +� ′ ⊗ Q]M + N∗�N < 0, (32)

where� ′ defines the frequency range [ωc,ω′].

Proof: (Sketch) The formula ϕ denotes that f (Gcl,ϑ ,Ks(z),�) <
0 is satisfied at least once within frequency range [ω1,ω2],
while the condition in (32) indicates that f (Gcl,ϑ ,Ks(z),�) < 0 is
always satisfied within frequency range [ωc,ω′], thus the proof
is complete. �

Lemma 4.5: Let STL formulas ϕ1 = �[ω′1,ω′2](f (Gcl,ϑ ,Ks(z),�)
< 0), ϕ2 = ♦[ω1,ω2](f (Gcl,ϑ ,Ks(z),�

′) < 0), ϕ = ϕ1 ∧ ϕ2, an
LTI system (A,B,C,D) and its closed-loop transfer func-
tion Gcl,ϑ ,Ks(z) be given. Then the following statements are
equivalent:

(1) ρ(Gcl,ϑ ,Ks(z),ϕ) > 0 holds for Gcl,ϑ ,Ks(z).
(2) There exist matrices P,Q ∈ Hns and a nonzero matrix H ∈

Hns+nw , such that H,Q ≥ 0, and

M∗[�⊗ P +� ⊗ Q]M + N∗�N < 0, (33a)

tr(�̄′NHN∗) ≥ 0, (33b)[
A B I 0

]
[�⊗H]

[
A B I 0

]∗ = 0,
(33c)[

A B I 0
]
[� ⊗H]

[
A B I 0

]∗ ≥ 0.
(33d)

Proof: Based on Lemmas 4.1 and 4.3, the theorem can be easily
proven. Here we omit the detail. �

Remark 4.1: Lemma 4.1 gives the satisfaction conditions for
�[ω1,ω2]ψ . Lemma 4.2 is for ϕ1 ∧ ϕ2 andψ1 ∨ ψ2. Lemma 4.3 is
for ♦[ω1,ω2]μ. Lemma 4.4 relaxes the constraints in Lemma 4.3,
which transfers the sufficient and necessity conditions into suf-
ficient conditions. Note that ω′ can be set as ωc + ι to simply

the conditions, where ι is a sufficient small positive real number.
Lemma 4.5 is for ♦[ω1,ω2]μ ∧�[ω′1,ω′2]μ. Thus, Lemmas 4.1–4.5
cover all the syntax of SL defined in (2). Based on these results,
we can get a generalised STL lemma as follows.

Theorem 4.1 (Generalized STL lemma): Let an STL formula
ϕ, an LPV system (A,B,C,D) and its closed-loop transfer func-
tion at time t, Gcl,ϑ ,Ks(z) be given. Then the following statements
are equivalent:

(1) ρ(Gcl,ϑ ,Ks(z),ϕ) > 0 holds for Gcl,ϑ ,Ks(z).
(2) There exist nonzeromatrices Hj ∈ Hns+nw , matrices Pi,Qi ∈

Hns and Hj,Qi ≥ 0, i = 1, 2, . . . , I, j = 1, 2, . . . , J, such that

M∗[�⊗ Pi +�i ⊗ Qi]M + N∗�iN < 0, (34a)

tr(�jNHjN∗) ≥ 0, (34b)

M̂T[�⊗Hj]M̂ = 0, (34c)

M̂T[�T ⊗Hj]M̂ ≥ 0. (34d)

where M̂ = [ A B I 0 ]T, �i, �i and �j are related to
the formula ϕ, which is defined based on the atomic formula in
Lemmas 4.1–4.4.

Proof: Lemma 4.1 to 4.5 can be extended to any STL formula.
All the other formulas’ satisfaction conditions can be derived
based on these Lemmas. Therefore, the theorem can be derived
accordingly. �

4.2 Co-design decoupling

Section 4.1 transforms the STL formula constraints at time t into
LMIs with a given vector ϑ . When parameter vector ϑ is free
to be selected, the constraints are neither LMIs nor BMIs. This
section introduces how to decouple the product term between
control parameters and physical parameters.

Theorem 4.2: Let an STL formula ϕ as defined in Theorem 4.1,
Ks ∈ R

nu×ny , physical parameter θ ∈ R
r, and an LPV system

in (12) be given. The closed-loop system Gcl,θ ,Ks(e
jω) is asymp-

totically stable and satisfies ϕ, if and only if there exist matri-
ces Pi, Qi ∈ Hns , Psi ∈ Sns and F ∈ R

nu×nu ,E1 ∈ R
ns×nu ,E2 ∈

R
nw×nu ,E3 ∈ R

ny×ns ,Z ∈ R
ns×ns ,Hj ∈ Hns+nw , such that Psi >

0,Qi > 0,Hj ≥ 0 and

NT
f �̂iNf +�i +�T

i < 0, (35a)

NT
s �̂sNs +�s +�T

s < 0, (35b)

Mf �̂hMT
f = 0, (35c)

Mf �̂jMT
f +�j +�T

j ≥ 0, (35d)

tr(�′jNHjN∗) ≥ 0, (35e)

where �̂i = diag(�⊗ Pi +�i ⊗ Qi,�), �̂s = �⊗ Ps, �̂j =
�T

j ⊗Hj, �̂h = �⊗Hj and

�i � [ET1 ET2 − FT]T[KsCy KsDy − I],



INTERNATIONAL JOURNAL OF CONTROL 9

�s � [ET1 − FT1 ]
T[KsCy − I],

�j � [ET3 ZT]T[BuKs, −I],

Mf �
[

A B I 0
Cy Dy 0 0

]
,

Nf �

⎡
⎣ AT I CT 0

BT 0 DT I
BTu 0 DT

u 0

⎤
⎦
T

, Ns �
[
A Bu
I 0

]
,

Proof: Sufficiency: The LMI in (1) can be re-written into the
following form

ŴT�̂iŴ < 0 (36)

where

Ŵ �
[

AT I CT 0
BT 0 DT I

]T
(37)

To guarantee the stability of the system, the following Lyapunov
inequality should hold:

ŴT
s �̂sŴs < 0; Ŵs = [AT I]T . (38)

Suppose the conditions in (2) are satisfied for some Psi,Qi,Hj,
E1,E2, F. Note that

Nf T1 ≡ Ŵ, [KsCy KsDy − I]T1 ≡ 0

NsT1s ≡ Ŵs, [KsCy − I]T1 ≡ 0

T1eMf ≡ M̂, [Bu,tKs,−I]TT
1e ≡ 0

(39)

where

T1 �

⎡
⎣ I 0

0 I
KsCy KsDy

⎤
⎦ , T1e �

[
I Bu,tKs

]
,

T1s �
[

I
KsCy

]
, (40)

Multiplying the left- and right-hand sides of the conditions
in (35a) by TT

1 and T1, respectively, we can obtain 36. Similarly,
applying T1s to condition (35b), T1e to condition (35c) and con-
dition (35d). Sincewe have (38) and the conditions in (34). Then
using the Generalized SL lemma and Lyapunov inequality can
complete the sufficient part.

Necessity: Suppose the systemGcl,ϑ ,Ks(z) in (12) is asymptoti-
cally stable and satisfies the SL formula φ. Then the inequalities
in (36),(38) and (34) hold for some Pi,Qi > 0,Hj > 0, Ps > 0.
Hence for some sufficiently large ε > 0, the following dilated
inequalities hold

�i �
[
ŴT�̂iŴ ŴT�̂iV̂
V̂T�̂iŴ V̂T�̂iV̂ − εI

]
< 0

�s �
[
ŴT

s �̂sŴs ŴT
s �̂sV̂s

V̂T
s �̂sŴs V̂T

s �̂sV̂s − εI
]
< 0

�j �
[
ŴT

f �̂jŴf ŴT
f �̂jV̂T

f
V̂f �̂jŴf V̂f �̂jV̂T

f + εI

]
≥ 0

�h �
[
ŴT

f �̂hŴf ŴT
f �̂hV̂T

f
V̂f �̂hŴf V̂f �̂hV̂T

f

]
= 0

(41)

where V̂ � [BTu 0|DT
u 0]T , V̂s � [BTu 0]T , and V̂f � [Cy Dy

0 0]. Define

T �

⎡
⎣ I 0 0

0 I 0
−KsCy −KsDy I

⎤
⎦ ,

Ts �
[

I 0
−KsCy I

]
, Tj �

[
I −BuKs
0 I

]
(42)

Then inequalities in (41) imply

TT�iT = NT
f �̂iNf + [−εKsCy − εKsDy εI]T

× [KsCy KsDy − I] < 0

TT
s �sTs = NT

s �̂sNs + [−εKsCy εI]T × [KsCy − I] < 0

Tj�jTT
j = Mf �̂jMT

f + [εBuKs − εI]T × [BuKs − I] ≥ 0

Tj�hTT
j = Mf �̂hMT

f = 0 (43)

which changes to those in (43) by considering F = − ε2 I,
E1 = − ε2 (KsCy)

T , E2= − ε
2 (KsDy)

T , E3= ε
2 (BuKs)

T , Z= −
ε
2 I. Then based on the conditions in (34), conditions (35c)
and (35d) hold. The proof is completed. �

Corollary 4.1: Let an STL formula ϕ as defined in Theorem 4.1,
parameter θ ∈ R

r, and an LPV system in (12) be given.
An SOF controller in (15) exists such that the closed-loop
system Gcl,θ ,Ks(z) is asymptotically stable and satisfies ϕ,
if and only if there exist matrices Pi, Qi ∈ Hns , Ps ∈ Sns
and F ∈ R

nu×nu , L ∈ R
nu×ny ,K1 ∈ R

nu×ns ,K2 ∈ R
nu×nw ,E3 ∈

R
ny×ns ,Z ∈ R

ns×ns ,Hj ∈ Hns+nw , such that Ps > 0,Qi > 0,Hj
≥ 0 and

NT
f �̂iNf +ϒi + ϒT

i < 0, (44a)

NT
s �̂sNs + ϒs + ϒT

s < 0, (44b)

Mf �̂hMT
f = 0, (44c)

Mf �̂jMT
f +ϒj + ϒT

j ≥ 0, (44d)

tr(�′jNHjN∗) ≥ 0, (44e)

where ϒ � [K1 K2 − I]T[LCy LDy − F], ϒs � [K1 − I]T

[LCy − F], and ϒf � ϑj. Moreover, if the above conditions are
satisfied, the SOF controller gain in (15) is given by Ks = F−1L.

Proof: Note that the second condition in (35b) implies that
F + FT < 0, thus F is invertible. Make change of variables
L = FKs,K1 = (E1F−1)T and K2 = (E2F−1)T for the condi-
tions in (2). It is easy to find that if the conditions in (2)
are satisfied, those in (44) are also satisfied with variables L =
FKs,K1 = (E1F−1)T and K2 = (E2F−1)T . Conversely, since the
second term in (44) also implies F + FT < 0, if the conditions
in (44) are satisfied, then those in (2) are also satisfied withKs =
F−1L, E1 = KT

1 F and E2 = KT
2 F. The proof is completed. �

When the design parameter vectorϑ , andmatricesK1,K2 are
known, the conditions in (44) are linear constraints. However,
when ϑ is free to select, there exist product terms in (44), which
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leads to non-BMI constraints. The following theorem addresses
this issue and transforms the conditions in (44) into a linear
form.

Theorem 4.3: Let an STL formula ϕ as defined in (2), param-
eter ϑ ∈ R

r, and an LPV system in (12) be given. The closed-
loop system Gcl,θ ,Ks(z) is asymptotically stable and satisfies ϕ,
if there exist matrices Pi, Qi ∈ Hns , Ps ∈ Sns and real matrices
Ui,Vs,R,K1,K2, such that Ps,Qi > 0 and

�̄i + Xi�t +�T
t X

T
i < 0, (45a)

�̄s + Xs�s,t +�T
s,tX

T
s < 0, (45b)

where

�̄i �
[
�̂i 0
0 0

]
, �̄s �

[
�̂s 0
0 0

]
,

�t �

⎡
⎣ −I A+ BuK1 0 B+ BuK2 Bu

0 C + DuK1 −I D+ DuK2 Du
0 KsCy − K1 0 KsDy − K2 −I

⎤
⎦ ,

�s,t �
[ −I A+ BuK1 Bu

0 KsCy − K1 −I
]
,

Xi �
[
Ui 0
0 R

]
, Xs �

[
Vs 0
0 R

]
,

Proof: Given two bounded matrices K1 ∈ R
nu×ns and K2 ∈

R
nu×nw , based on Lemma 4.1–4.4, and then (36), (38) are

equivalent to the following dilatedmatrix inequality conditions,
respectively:

[
Ŵ

KsCy − K1 KsDy − K2

]T

× �̄i

[
Ŵ

KsCy − K1 KsDy − K2

]
< 0

[
Ŵs

KsCy − K1

]T
�̄i

[
Ŵs
KsCy − K1

]
< 0 (46)

It can be verified that the null spaces of� and�s can be chosen,
respectively, as

�⊥ =
[
ŴT[KsCy − K1 KsDy − K2]T

]T
�⊥s =

[
ŴT

s [KsCy − K1]T
]T

(47)

Then we can multiply the condition in (45) by �⊥T on the left
and�⊥ on the right, and the condition in (45b) by�⊥Ts on the
left and�⊥s on the right, respectively. Then,

�⊥T(�̄i + Xi� +�TXT
i )�

⊥ < 0⇒ �⊥T�̄�⊥ < 0,

�⊥Ts (�̄s + Xs�s +�T
s X

T
s )�

⊥
s < 0⇒ �⊥Ts �̄s�

⊥
s < 0, (48)

Accordingly, the right hand sides of ‘⇒’ in (48) are equivalent
as the conditions in (46). Consequently, according to the gener-
alised STL lemma and the Lyapunov inequality, the closed-loop
system Gcl,θ ,Ks(z) is guaranteed to be asymptotically stable and
satisfy the STL formula ϕ. The theorem has been proven. �

Remark 4.2: Theorem 4.1 shows sufficient and necessary con-
ditions for a system to satisfy an STL formula ϕ at time t. How-
ever, the constraints in Equation (34) are non-linear (not BMIs
or LMIs), which is impossible to check efficiently. Theorem 4.3
provides a way to check the conditions under the assump-
tion that the physical parameter θ is given. When the physi-
cal parameter θ is given and fixed, the dynamic matrices, e.g.
A,Bu, are fixed, and the satisfaction of the frequency domain
specifications can be transformed into LMI or linear equation
constraints. Namely, constraints depicted by Equation (45) are
LMIs or linear equations. When the θ is the variable that needs
to be optimised, the constraints are BMI and linear equations.
But if we assume κ = [K1,K2,Ks],ϒ = [Ui,Vs,R] are known
in Theorem 4.3, which are matrices related to the controller,
the constraints depicted by Equation (45) are LMIs or linear
equations. In the other words, if we alternately optimise physical
parameters and control parameters, the constraints are depicted
by Equation (45) are LMIs or linear equations. Note that the
theorems developed in this section is valid for all matrix � ∈
Hn+m, not only the� in STL semantic definition. Next, we will
show how to solve the co-design problem when the temporal
operators are applied in STL formula.

4.3 Quantitative encoding for spectral temporal logic

The robustness satisfaction of the STL specification provides a
natural objective for the codesign problem. In this subsection,
we sketch themixed integer linear programming (MILP) encod-
ing of the spectral formula and Boolean operators using the
quantitative semantic and the encoding of the temporal opera-
tors, which follows the encodingmethod in Raman et al. (2014).
Given a formula ϕ, we introduce a variable rϕt , and an associated
set ofMILP constraints such that rϕt > 0 if and only if ϕ holds at
time t. When the MILP constraints generated recursively, such
that rϕ0 determines wheter a formula ϕ holds in the initial state.
Moreover, we also enforce rϕt = ρ(Gcl,ϑ ,Ks(e

jω, t),ϕ).
For each spectral formulaψ ∈ S, we now introduce variables

rψt for time indices t = 0, 1, . . . ,N. Then theBoolean operations
are defined as:

Conjunction: φ = ∧mi ϕi
m∑
i=1

pϕiti = 1 (49a)

rφt ≤ rϕiti , i = 1, . . . ,m (49b)

rϕiti − (1− pϕiti )M ≤ rφt ≤ rϕiti +M(1− pϕiti ) (49c)

where pϕiti is a new binary variables for i = 1, . . . ,m, andM is a
sufficently large positive number. Then Equation (49a) enforces
that there is one and only one j ∈ {1, . . . ,m} such that pϕiti =
1, Equation (49b) enforces that rφt is smaller than all rϕiti , and
Equation (49c) ensures that rφt = rϕjtj ⇐⇒ pϕjtj = 1. Together,
these constraints enforce that rϕt = min(rϕiti ).

Disjunction: φ = ∨mi ϕi is encoded similarly to conjunction,
replacing (49b) with rφt ≥ rϕiti , i = 1, . . . ,m, which leads to rϕt =
max(rϕiti ).

Always: φ = �[a,b]ϕ
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Let aNt = min(t + 1,N) and bNt = min(t + b,N), where N

is the bounded time for the formula. Then define φ′ = ∧b
N
t
aNt
ϕi,

we have rφt = rφ
′

t and the encoding for the always operator can
follow the conjunction operator.

Eventually: φ = �[a,b]ϕ
Let aNt = min(t+ 1,N) and bNt = min(t+ b,N), then define

φ′ = ∨b
N
t
aNt
ϕi, we have r

φ
t = rφ

′
t and the encoding for the always

operator can follow the disjunction operator.
Since we consider only the discrete time semantics of STL

in this work, the advantage of this encoding is that is allows us
to to soften and harden the robustness constraints as necessary.
For example, if the co-design problem is infeasible, we can allow
rφ0 > −ε for some ε > 0, thereby allowing a limited violation of
the STL property during the co-design process, which enables
the following iterative optimisation algorithm.

4.4 An iterative algorithm

When the design parameter vector θ , and controller gains
K1,K2 are known, we consider the control synthesis problem as
follows,

max
Pi,Qi,Ps,Ui,Vs,R

rϕ0

Subject to the constraints,⎧⎪⎪⎨
⎪⎪⎩
�̄i(r

ϕi
t )+ Xi�t +�T

t X
T < 0,

�̄s + Xs�s,t +�T
s,tX

T
s < 0,

Temporal domain constraints based on (49)

(50)

where �̄i(r
ϕi
t ) =

[
�̂i(r

ϕi
t ) 0

0 0

]
and �̂i(r

ϕi
t ) = diag(�⊗ Pi +� ⊗

Qi, diag{I,−η2I+ rϕit }) or �̂i(r
ϕi
t ) = diag(�⊗ Pi +� ⊗ Qi,

diag{−I, η2I+ rϕit }). The first constraint in (50) requires the
system satisfies frequency domain specification defined by ϕi
at time t. When there exists eventually operator in frequency
domain specification, Lemma 4.4 is used to relax the condi-
tions. For each time t and atomic formula ϕi, the variable r

ϕi
t

is used to indicate the robustness of the system. The second

constraint in (50) requires the system is asymptotically stable.
The third constraint requires the system satisfies the temporal
domain specifications, which requires the sequence of rϕ0 , r

ϕ
1 , . . .

satisfies some specified patterns.
Since the physical parameter vector θ , and controller gains

K1, and K2 are fixed, the constraints in (50) are mixed integer
linear. Thus the above problem can be solved with SDP solvers.
When Pi,Qi,Ps,K1,K2,Ks,Ui,Vs,R are known in Theorem 4.3,
we define the physical parameter optimisation problem as,

max
θ∈�

rϕ0

Subject to the constraints,⎧⎪⎪⎨
⎪⎪⎩
�̄i(r

ϕi
t )+ Xi�t +�T

t X
T < 0,

�̄s + Xs�s,t +�T
s,tX

T
s < 0,

Temporal domain constraints based on (49)

(51)

The constraints in (51) are mixed integer LMIs, thus the prob-
lem can be solved with SDP solvers. Algorithm 1 solves the
co-design problem with an iterative algorithm, which finds the
optimal robustness degree.

Line 2 initialises the matrices K1,K2 and physical parame-
ter θ0. During the initialisation procedure, we first randomly
generate some physical parameter vectors, then use the full-
information controller initialisation algorithm in [17] to find
the optimal [K1,K2] for the generated physical parameter vec-
tors. If a stable system has been reached, we get the [K1,K2]
and θ in Line 4. Line 6 solves the optimisation problem defined
by constraints (50) to obtain matrices related to the con-
troller. Line 7 updates matrices K1, K2. Based on the proof of
Theorem 4.3, when Ki+1

1 ← (Ri)−1LiCy, Ki+1
2 ← (Ri)−1LiDy,

the satisfaction status of the system will not be changed with
respect to the frequency domain specifications, and we can
obtain the controller gain Ks = (Ri)−1Li. Line 8 solves the
optimal physical parameters with constraints defined in (51).
Line 6–11 will be repeated until a predefined round limita-
tion T1 has been reached, or the parameter rϕ0 does not change
much.

Algorithm 1 Iterative Algorithm for Co-design
Input: Frequency domain specificationϕ, state space realisation baseWl, l = 1, . . . , r, parameter space

�
, threshold δ, iteration

limit T1, initial count j = 0.
Output: Optimal controller gain K∗s and design parameter vector ϑ∗.

1: if j = 0 then
2: Initialize the full-information controller gain [K0

1 ,K
0
2 ], and the physical parameter vector ϑ0;

3: else
4: ϑ0← ϑj, K0

1 ← Kj
1, K

0
2 ← Kj

2 and j← 0
5: repeat
6: (Control synthesis) Solve the mixed integer LMI optimisation problem defined by constraints (50) to obtain rϕ,j0 ,
7: (Control policy improvement) Set Kj+1

1 ← (Rj)−1LjCy, K
j+1
2 ← (Rj)−1LjDy and Kj

s ← (Rj)−1Lj;
8: (Physical design) Solve the mixed integer LMI optimisation problem defined by constraints (51) to obtain rϕ,j0 and ϑ∗,
9: (Physical design improvement) Set θj← θ∗;
10: Set j← j+ 1;
11: until j > T1 or |rϕ,j0 − rϕ,j−10 |/rϕ,j0 < δ.
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5. Numerical example

In this section, we provide two examples to illustrate the pro-
posed co-design method. Numerical results are computed by
using CVS toolbox (Grant & Boyd, 2014).

5.1 Energy harvestingMEMS devices

Due to the ubiquitous presence of environmental motions that
can be transformed into electrical power, harvesting kinetic
energy from mechanical movements has raised intensive inter-
ests among scholars (Du et al., 2019; Huang et al., 2019). Piezo-
electric MEMS have been proven to be an attractive technology
for harvestingmicro-power from ambient vibrations (Kim et al.,
2012). The goal of the co-design for energy harvesting MEMS
devices is to activate the resonant mode at some frequencies
associated with the vibration frequencies, such that the devices
can harvest the largest amount of energy. The energy harvesting
system can be described by the model in (12) with parameters
given by

A =

⎡
⎢⎢⎣

0 0 1 0
0 0 0 1

−kt − κ kt + κ −ct − ς 0
kt + κ −kt − κ 0 −ct − ς

⎤
⎥⎥⎦ ,

B = [
0 0 0 1.3

]T ,
C = [

0 1 0 0
]
, Bu =

[
0 0 2+ 0.2t 0

]T
D = Du = 0, Cy =

[
0 1 0 0
0 0 1 0

]
, Dy =

[
0
0

]

where k, κ , c, ς are the time-invariant physical design parame-
ters that are related to the effective stiffness and effective damp-
ing coefficient, which should be designed. Moreover, Bu is a
time-varying matrix. In this device, we assume ν(t) = 0, i.e. the
time does not affect the frequency domain specification, and we
want the MEMS device to satisfy the following specifications,

ϕeh = ϕ1eh ∧ ϕ2eh ∧ ϕ3eh
ϕ1eh = �[0,3)�[0.3,0.4](f (Gcl(ejω, t),�1) < 0)

ϕ2eh = �[0,0.2](f (Gcl(ejω, t),�2) < 0)

ϕ3eh = �[1,20](f (Gcl(ejω, t),�3) < 0),

(52)

where �1 = diag(−I, 64I) requires the amplitude should be
larger than 8,�2 = diag(I,−25I) requires the amplitude should
be smaller than 5, and�3 = diag(I,−9I) requires the amplitude
should be smaller than 3.�[0,3)ψ shows the device will satisfyψ
at time 0,1, and 2, respectively. The specification ϕ1eh requires the
frequency response of the system should be always larger than 8
within frequency interval [0.3, 0.4] rad/s to harvestmore energy,
the specification ϕ2eh requires the frequency response of the sys-
tem should be always smaller than 5 within frequency interval
[0, 0.2] rad/s, and the specification ϕ3eh requires the frequency
response of the system should be always smaller than 3 within
frequency interval [1, 20] rad/s, respectively. The specification
defines the board energy harvesting band for the device.

Denote the transfer function from w to z as Tzw and the
frequency temporal domain specification is defined in (52). To

Table 2. Optimal robustness obtained with different number of basis systems.

r 2 3 4 5 6

ρ(Gcl,θ ,Ks ,ϕeh) 0.011 0.025 0.023 0.032 0.015

apply Algorithm 1, δ is set as δ = 10−3, and T1 is 10, respec-
tively. Before we solve the co-design problem defined in Prob-
lem 3.1, we need to construct the set of basis system matrices
Wi defined in (13) and the parameters set

�
defined in (14).

Intuitively, the larger the number of basis systemmatrices r, the
better the design will be, but larger r will increase the compu-
tational load. In order to find an acceptable number for r, we
first generate 100 pairs of parameters for [ki, κi, ci, ςi], where
i = 1, 2, . . . , 100. Note that here we set the other basis matri-
ces are the same for Wi. Then, we construct the design set�

for each choice of r randomly, whose size is 1000. When r
is chosen, we select r pair of parameters from the generated
parameters and construct amatrix, denoted as Sr . Assume S0 =
[k′, c′], where k′, κ ′, c′, ς ′ = argmaxEntropy([ki, κi, ci, ςi]), i =
1, 2, . . . , 100, and Entropy(S) denotes the entropy of matrix S.
Then Sr+1 can be constructed as

Sr+1 = [Sr ; k′, κ ′, c′, ς ′] (53)

where k̄, c̄ = argmaxiEntropy(Sr+1). We check the optimal
robustness obtained for five choices of r and the results are
shown in Table 2, which indicate that 3 basis system matrices
are enough to obtain a good design. The selected basis system
designs are⎡

⎣k1 κ1 c1 ς1
k2 κ2 c2 ς2
k3 κ3 c3 ς3

⎤
⎦

=
⎡
⎣18.24 20.01 0.02121 0.02102
33.12 1.132 0.004221 0.02002
1.421 40.12 0.2435 0.02231

⎤
⎦ , (54)

At the beginning for the three chosen basis system, θ is set
as [0.3 0.3 0.4], and the initial controller gain is defined as
follows

K1 = [−0.1412 − 0.6725 − 0.4123 − 0.1362]. (55)

Then Algorithm 1 is applied to find the controller gain Ks and
θ∗. The algorithm terminates after 10 iterations of search, and
the results are

K∗s = [−0.1378 0.2737]

θ∗ = [0.3747 0.3747 0.2505]

Then the design systemmatrix isW∗ =∑3
1 θ
∗
i Wi based on (13)

and we can get the optimal designed physical parameters
as [k∗, κ∗, c∗, ς∗] = [19.5674, 17.9708, 0.0705, 0.0209], denot-
ing the stiffness and damping coefficient of the system.

Figure 3 shows the frequency response of the closed-loop
system at time 0, 1, and 2, respectively. The results show that
all three scenarios can reach a satisfactory control (positive
robustness). Note that the specification ϕeh has nested operator
terms, e.g. �[0,3)�[0.3,0.4](f (Gcl(ejω, t),�1) < 0), which means
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Figure 3. Frequency responses of the closed-loop system at different time.

the specification requires the frequency response satisfies the
specification at time 0, 1, and 2, respectively. Moreover, specifi-
cation without a nested operator requires the frequency domain
specification is satisfied for all the time.

In order to investigate the advantage of the co-design
approach, we conducted three comparison experiments. In the
first experiment, we used the initialised physical and con-
troller parameters directly and check the frequency response
(we call this scenario ‘no design’). In the second experiment,
we fixed the physical parameters to θ = [0.3, 0.3, 0.4] and found
an optimal controller gain (we call this scenario ‘fixed-physical-
system-optimal-controller design’), in which only Line 6 to 7 in
Algorithm 1 was applied. In the third experiment, we fixed the
controller gain and found the optimal physical parameters for θ
(we call this scenario ‘fixed-controller-optimal-physical-system
design’), in which only Line 8 in Algorithm 1 was applied. To
illustrate the generality of the approach, we also conduct an
experiment for the co-design scenario, in which we randomly
initialise the physical parameter θ , then find the optimal design
for both θ∗ and K∗s .

Figure 4 shows the frequency response of the device when
t = 0 for the four experiment results, which show the ‘co-
design’ approach can obtain the maximal robustness degree
and satisfy the frequency domain specification. In contrast, the
other three scenarios cannot reach a satisfactory design. Note
that the results for these three scenarios depending on the ini-
tial parameters. If the parameters for the ‘fixed design’, ‘fixed
controller’, and ‘no design’ cases are good, these scenarios will
find designs to satisfy the specification, and they may reach the
optimal designs if the initial parameters are optimal.

5.2 LogicMEMS devices

MEMS devices can be modelled as mass-spring systems. The
mass-spring system used in this paper, modified from the sys-
tem in Li and Gao (2014), is described by the model in (12).
The results in Section 5.1 show that 2 basis system matrices can
obtain a positive robustness degree. Thereforewe use 2 basis sys-
tem matrices in this case to simplify the presentation and the

Figure 4. Frequency responses of four different design scenarios for the energy
harvester at time 1: design with initialised parameters, fixed-physical-system-
optimal-controller design, fixed-controller-optimal-physical-system design, and
co-design.

basis system matrices are given as follows.

A1/2 =⎡
⎢⎢⎣

0/0 0/0 1/1 0/0
0/0 0/0 0/0 1/1

−20/− 3 20/3 −0.06/− 0.2 0/0
20/3 −20/− 3 0/0 −0.06/− 0.2

⎤
⎥⎥⎦ ,

B1/2 =
[
0/0 0/0 0/0 1.3/1.2

]T ,
C1/2 =

[
0/0 1/1 0/0 0/0

]
,

Bu,1/2 =
[
0/0 0/0 0.3t + 1/0.12t + 0.8 0/0

]T ,
D1/2 = Du,1/2 = 0/0, Cy,1/2 =

[
0/0 1/1 0/0 0/0
0/0 0/0 1/1 0/0

]
,

Dy,1/2 =
[
0/0 0/0

]T
where indices of the matrices subscripts 1/2 denote the first or
second basis system matrices.

Assume we want the MEMS device to realise a sequence of
logic operations by exciting the device with specific AC signals.
For example, if we want the device to realise NOR, XOR, AND
gate sequentially, then the frequency domain specifications,
ϕmems, is defined in (5.2).

ϕmems = �[0,3)(ϕ1 ∧ ϕ2 ∧ ϕ3)
ϕ1 = ♦[ν(t),0.1+ν(t)](f (G(ejω, t),�1) < 0)

ϕ2 = �[1,100](f (G(ejω, t),�2) < 0)

ϕ3 = �[0,0.3](f (G(ejω, t),�2) < 0),

where G(ejω, t) is the frequency response of the MEMS device,
�1 = diag(I,−225I) requires the amplitude should be larger
than 15, �2 = diag(I,−25I) requires the amplitude should be
smaller than 5; ♦[ν(t),0.1+ν(t)] indicates the frequency interval,
where ν(t) = 0.1t + 0.4, and ϕ1 shows the device will be even-
tually activated to a high output with activation frequencies
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between ν(t) and 0.1+ ν(t) rad/s; ϕ2 and ϕ3 shows the device
will output low voltages when the activation frequencies are out
of [ν(t), 0.1+ ν(t)],�[0,3) indicates at time t,Bu will be changed
according to the parametric varying function.

Denote the transfer function from w to z as Tzw. To apply
Algorithm 1, δ is set as δ = 10−3, T1 and T2 are set as 15 and
10, respectively. Moreover, since Dy,1, Dy,2 are zero, matrix K2
in the initial control gain can be set to zero, reducing to a static
output feedback controller.

At the beginning, θ is set as [0.5, 0.5], and the initial con-
troller gain is defined as follows

K1 = [−0.1415 − 0.3513 − 0.2242 − 0.2322]. (56)

Then Algorithm 1 is applied to find the optimal controller gain
K∗s and physical system design θ∗. The algorithm terminates
after 10 iterations of binary search and the results are

K∗s = [−0.5325 0.1241], θ∗ = [0.5560 0.4440]. (57)

Then the optimal design for the device is

A =

⎡
⎢⎢⎣

0 0 1 0
0 0 0 1

−12.45 12.45 −0.1666 0
12.45 −12.45 0 −0.1666

⎤
⎥⎥⎦ ,

B = [
0 0 0 1.290

]T ,
C = [

0 1 0 0
]
, Bu =

[
0 0 0.2201t + 0.9112 0

]T ,
Cy =

[
0 1 0 0
0 0 1 0

]
, D = Du = 0, Dy =

[
0 0

]T
The frequency responses of the optimal design for different
logic gates, which depicts the designed system can realise NOR,
XOR, and AND gate when it is actuated with an AC signal
with frequency at 0.45, 0.55, and 0.65 rad/s, respectively. Dur-
ing the logic operation, the bias tee will output the associated
shift voltage, which sets the parameter to ϑ(0), ϑ(1), and ϑ(2),
sequentially.

In order to investigate the advantage of the co-design
approach, we also conducted three comparison experiments as
in the energy harvesting MEMS design case. Figure 6 shows
the robustness degree ρ(Gcl,θ ,Ks ,ϕmems) obtained by the three
design scenarios that needs Algorithm 1 (the first experiment
did not need Algorithm 1) and the time costs with respect to
the number of binary iterations used. Specifically, for the co-
design scenario, we randomly initialise the physical parameter
10 times and calculate the mean robustness degree and its stan-
dard deviation. The results show that all the three scenarios
can reach a satisfactory design (positive robustness), while the
co-design approach can find a larger robustness degree with
respect to the specifications, indicating that the co-design can
find a better result. Figure 6 also shows the average time cost to
reach an optimal results (the iteration limit is set to 4). How-
ever, the co-design algorithm takes twice the time to reach
optimal robustness with respect to the fixed controller or fixed
design case, the reason is that the co-design approach uses
an alternately optimised way to find the optimal parameters,
which solves a sequence of optimisation problems. The other

Figure 5. Frequency responses of device designed with the proposed co-design
approach to realise ‘NOR’, ‘XOR’, and ‘AND’ gate, respectively.

Figure 6. ρ(Gcl,Ks ,θ ,ϕmems) and time costs with respect to different iteration limits
T1 for the three design scenarios shown in Figure 5.

two methods only need to solve one optimisation problem. The
time costs show the setup time takes a large portion of the
costs for the optimisation problem since the co-design problem
only takes twice the time of the other two. Considering that the
design procedure is conducted offline, this computational cost is
acceptable. For the use case of cyber-physical systems co-design,
the processing time is not critical (though it is reasonable, based
on our experiments), and the proposedmethod is suitable when
neither the fixed controller nor fixed design approaches yield a
satisfactory design.

Figure 7 shows the frequency response of the device at ‘NOR’
gate for the four experiment results, which shows the ‘co-design’
approach can obtain the maximal robustness degree. The ‘Fixed
Design’ and ‘Fixed Controller’ approaches can obtain positive
robustness, which means the two approaches can find a satis-
fiable design. However, the ‘No Design’ approach cannot find
a satisfactory design. The results show that ‘co-design’ has the
advantage over the other approach, which is reasonable since
the ‘co-design’ approach can optimise more design parameters
than the others.
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Figure 7. Frequency responses of four different design scenarios when the device
performs logic XOR gate: designwith initialised parameters, fixed-physical-system-
optimal-controller design, fixed-controller-optimal-physical-system design, and
co-design.

5.3 Discussions

It can be shown that the series {rϕ,00 , rϕ,10 , . . .} generated by
Algorithm 1 is non-decreasing. Therefore, it is expected that the
satisfiable parameters can be found by Algorithm 1 with respect
to an expected robustness degree if parameters exist. However,
since the problem is non-convex, the initial parameters affect
the search direction, and it is likely that the obtained parame-
ters are only locally optimal. The contribution of Algorithm 1 in
the current paper includes: First, we transfer the co-design prob-
lem into a sequence of SDP problems. Second, instead of solving
the co-design problem for optimal robustness directly, we try to
reach a value that is related to the robustness degree with an iter-
ative algorithm. Note that the setting of �̄(rϕit ) in (50) and (51)
makes the optimal rϕit = ρ(ϕi, t), but the increase of rϕit will lead
to the increase of ρ(ϕi, t) when rϕit is positive. Therefore, the
solution found by Algorithm 1 may not be the global optimal
but it is a satisfiable solution.

The complexity of the solving the optimisation problem
in (50) depends on the dimension of the LMI constrains.
Assume the system dimension is defined in (12), the num-
ber of predicates in STL formula is κ , and the horizon of the
temporal operator is N. Then the dimension complexity of the
LMI is O(Nnsκ + Nnzκ + Nnwκ), where ns, nz and nw are the
dimensions of the system defined in (12).

In this paper, static output feedback controller is used, which
has been widely used (Cheng et al., 2019, 2021), since it is easy
to implement. However, when the specifications are more com-
plex than the numerical examples, it is possible that there exists
no state output-feedback controller that can satisfy the spec-
tral temporal logic. To address this issue, a parameter-varying
state output-feedback controller can be used, in which the con-
trol input can be described as u(t) = Ks(ϑ(t))y(t). Moreover,
Algorithm 1 can also be used to find the optimal parameter-
varying state output-feedback controller, in which the matrices
K1,K2, L,R are parameter-varying, i.e. each time will have an

independent pair of K1,K2, L,R. Additionally, in many applica-
tion scenarios, we do care about the physical parameter varying
process with given spectral temporal specifications, in which
the proposed method can be used to find the optimal physical
parameters at each time with known controller. For example, in
fault detection applications for machinery systems, the spectral
temporal specifications can be found with data-driven method
(Chen et al., 2020), the proposedmethod can be used to identify
the physical parameters, thus detecting the current state of the
system.

Even though there exist other controllers for the ‘co-design’
problem, there exists no algorithm for the ‘co-design’ with
respect to complex frequency temporal domain specifications
that can be described with spectral temporal logic. In the con-
trol community, existing ‘co-design’ algorithms can only deal
with simple frequency domain specifications. Moreover, in this
paper, we propose a new formal language for spectral temporal
domain specifications and provide the conditions to satisfy the
specification in the form ofmixed integer linearmatrix inequal-
ity. Other types of controllers may achieve good performance
in terms of specification satisfaction, but the proposed method
can transform the ‘co-design’ problem into semi-definite pro-
gramming problems, which can be solved with existing solvers
efficiently. In other words, we formulate the ‘co-design’ prob-
lem formally, including the complex spectral temporal domain
specifications, and transform it into a problem that can be
solved with mature tools. Basically, this paper solves an opti-
misation problem with non-linear constraints in the form of
matrix inequalities. Until now, there is no traditional optimisa-
tion algorithm that can deal with these non-linear constraints.
For example, the genetic algorithm (GA) and particle swarm
optimisation (PSO) method embedded in Matlab cannot deal
with the non-linear matrix inequalities, in which GA can only
handle linear matrix inequalities and PSO can only add lower
and upper bounds to the variables. Therefore, one of the contri-
butions of this paper is that we decompose the ‘co-design’ prob-
lem with non-linear constraints into a sequence of optimisation
problems with linear constraints in the form of linear matrix
inequalities, such that traditional optimisation algorithms, e.g.
the GA, can be applied to solve the decomposed problems. In
this paper, the tool CVS toolbox (Grant & Boyd, 2014) with
a mature solver, called Gurobi, was used to solve the decom-
posed problem. Since the contribution of this paper does not
focus on solving of the decomposed problems, we did not com-
pare the performance of different solvers, but the readers can try
different solvers by themselves for their interests.

6. Conclusions

This paper solves a co-design problem for LPV systems with
spectral temporal domain specifications for MEMS devices.
Static output feedback controllers and physical system parame-
ters are designed, with spectral temporal logic describing high-
level complex specifications. Theoretical results show the con-
straints of the STL formula can be transformed into matri-
ces inequalities and equalities. To solve the co-design problem
with non-linear constraints, an iterative algorithm is developed,
which finds a satisfiable solution for the problem subject to spec-
tral temporal logic formula. The numerical examples show that
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the proposed algorithm can achieve good performance for the
co-design of LPV systems.
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